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Abstract. Quality control procedures are extremely important among industrial 

applications. Generally, these tasks include many repetitive tasks that require 

manual intervention. Given their complexity, quality control tests are often de-

tailed in video recordings, paper instructions, photos or diagrams to guide work-

ers throughout the process. Augmented Reality (AR) has been making significant 

progress in the last decades, becoming mature enough to be used in industrial 

scenarios. While some AR systems have been proposed to support quality control 

procedures, most of them only present information to workers but do not track or 

validate the process in real-time being used only to guide it. Another limitation 

of existing systems is the generation of virtual instructions used by AR systems 

to guide the operator. In this work, we propose an AR-based tool to guide users 

by overlaying information in a video stream while performing real-time valida-

tion during the execution of quality control procedures. The main objective is to 

provide dynamic support and decrease the mental workload needed to complete 

the procedure as well as the number of errors, facilitating the procedure execution 

by untrained workers. Besides this, the tool allows to create virtual content that 

can be used to generate step-by-step instructions automatically based on human 

demonstrations. By making the virtual instruction creation effortlessly it is pos-

sible to eliminate the user’s need for memorizing new instructions with each 

change of the product lines. While presenting task relevant information the sys-

tem uses computer vision techniques to keep track of the procedure stage, veri-

fying its completion and switching automatically to the next step without requir-

ing any interaction from the user. A comparison between the time taken to per-

form the procedure with and without validation was made. The results show that 

the validation process would confer the process a significant efficiency boost, 

while avoiding possible human errors. 
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1. Introduction 

Conventional assembly processes often resort to instructions available on paper or in 

digital format (photos, videos or diagrams) to guide users across different types of in-

dustrial procedures. Typically, users are required to map these instructions to actions to 

be performed on real objects, without any feedback or additional help [1]. While some 

processes are automated, a significant number of assembly operations still require 



manual intervention due to their complexity. In this context, the use of information aid 

systems using  Augmented Reality (AR) might increase significantly task efficiency by 

keeping the worker focused on the task and not dividing his/her attention between the 

tasks and the instructions.[2]. AR makes possible to display digital contextual infor-

mation [3][4] overlaid on top of the real-world, being potentially useful for quality con-

trol processes with step-by-step instructions, 3D illustrations, or other relevant data [5]. 

Specifically, by providing 3D relevant information AR tools can provide a guide to help 

users navigate through unfamiliar or complex use cases [6].  

However, ready-for-market AR tools are still rarely used and as consequence its 

benefits are not demonstrated often [7]. One obstacle is the generation of virtual in-

structions that are generally a tedious and time-consuming process [8]. Another obsta-

cle is the open-loop nature of most AR system that only present information without 

any awareness about the procedure current state of the assembly sequence [9]. 

In this paper, we address both problems in a real-world scenario, aiming to improve 

the efficiency of the industrial process. Our work, which is part of an ongoing project 

with partners from the industrial sector, aims to leverage AR methods in industrial shop 

floors to enrich the way instructions are presented and ease repetitive tasks associated 

with quality control. The paper describes the AR tool developed to guide quality control 

procedures, proposes the creation of virtual instructions based on human demonstration, 

and presents a real-time error detection algorithm to validate the assembly process. 

The remaining of this paper is structured as follows: Section 2 describes the AR tool 

developed to guide a worker and check his/her actions in a quality control procedure. 

In Section 3, we discuss the impact of our method in a real industrial scenario. Finally, 

in Section 4 we draw some remarks and ideas for future work.  

2. AR with verification in a Quality Control Procedure 

This section describes a real-world problem, inspired by an industrial shop floor sce-

nario based on a quality control procedure. First, we describe the method used to aid 

workers in their labour through AR. Afterwards, we present the verification method 

employed to determine if the worker is executing the procedure steps correctly. To close 

the loop, we show how the validation procedure can be used to produce virtual instruc-

tions that will be overlaid on top of the assembly video stream. 

Scenario 

The industrial quality control task that motivates our work requires a worker to check 

if the distance intervals of an automotive part at specific positions are within a pre-

established interval. This procedure is needed to ensure that the assembled piece is 

within the final client requirements. Not fulfilling the quality check leads to the disposal 

of the part involved in the process.   

The procedure is performed with a wireless comparator (measurement device) handled 

by the employee. Measurements are sent to an external computer and displayed in a 

monitor above the quality control cell. Figure 1 illustrates one step of the process: the 

measurement device is in one of the predefined positions. After each of the nine 

measures, the worker needs to move away from the cell to verify the measurements in 

the display (see Figure 2). This procedure is sequential and in each step the worker must 



position the comparator in a specific location of the piece and issue an order to trigger 

the measurement. 

 

 
 

Figure 1 - Quality control process. A gauge ensures the correct placement of the automotive 

piece under evaluation. The measurement device determines the distance intervals of an auto-

motive part at specific positions during the nine steps measurement process. 

User Action Verification During procedure 

One problem identified in the procedure depicted above was the time required to trigger 

the measurement since the worker had to move away from the support system to look 

at the monitor to validate the measurement on the display before moving to the next 

action. This also requires the interaction with a wireless keyboard during the process 

(see Figure 1). 

With this in mind, we developed a computer vision process to verify the correct locali-

zation of the comparator. The system can trigger automatically the measurement when 

the device is correctly positioned advancing to the next stage showing the collaborator 

the next location to be measured. 

The correct information about the measurement device placement is critical to trigger 

the measurement and enable a correct control of transitions between assembly stages. 

To obtain it, an algorithm based on a template matching approach to compare two 3D 

point clouds produced by the same perspective is used validating if the measurement 

device is correctly positioned. The point cloud is processed to extract only the objects 

that are not present in the initial template acquired before the start of the procedure. 

With this in mind, we developed a computer vision process to verify the correct place-

ment of the comparator. The system can trigger automatically the measurement when 



the device is correctly positioned advancing to the next stage showing the worker what 

is the next location to be measured. 

 

 
 

Figure 2 - Verification setup with a fixed depth camera held by a tripod, looking down to 

the support platform where the quality control procedure is executed 

 
Figure 3 – Algorithm workflow aimed to perform the verification process 

Figure 3 presents the workflow of the verification process, which starts by capturing a 

point cloud using the camera (mounted in such a way as to detect the support system 2) 

and send it to a computer for processing. Subsequently, dedicated software running on 

the computer filters the objects outside a pre-established working area and segments 

the pieces which were not present in the initial point cloud template, to extract the as-

sociated clusters of points. After this step, the number of points of each cluster is 

checked and the ones below a certain threshold are discarded. The algorithm considers 

that the measurement device is in a specific position if a cluster is in the same position 

for more than 2 seconds. To perform this verification procedure, we set up a RGBD 

camera (ORBBEC ASTRA) held by a tripod, looking down to the support platform 

(Figure 2).  

The validation mechanism presented above can be also used to leverage the creation of 

virtual content based on a demonstration. For example, in Figure 4, a worker placed the 

comparator in a certain location and the system creates automatically the green arrow 

              

               

  

               

   

   

  

   

                 

                   

                  
                   

                    
              

                 
          

               

                         
                                 

                
                       

               
          

                  
              
             

              

                
                  



indicating the device position. This process can be used to easily create step-by-step 

instructions for this specific use case or a similar one. 

 

 
 

Figure 4 - Virtual content creation through comparator position detection 

3. Discussion 

At this stage the prototype was tested using recorded data obtained from a traditional 

human demonstration of the quality control procedure.  

On this data, the estimated time needed to perform the complete quality control proce-

dure was 82 seconds. Using the same sequence and considering only the time required 

to move the comparator between locations, we estimated the process would require only 

36 seconds while using the AR with validation system triggering the measurements 

representing a time reduction of 56% per operation. This presents the possibility to pro-

cess more two pieces in the same amount of time required now for a single one (not 

considering the time for removing and placing a new part in the gauge).  We also argue 

that the system is flexible and simple enough to be easily transposed to the shop floor, 

namely because only 3D data is used providing some robustness to lightning conditions 

changes. 

4. Final Remarks and Future Work 

Augmented Reality (AR) has great potential for assisting in many industrial tasks (as-

sembly, quality control, maintenance). In this study, we presented a system that shows 

potential use of this technology in a real quality control procedure. We explored how 

an action validation mechanism and virtual content authoring in our scenario can speed 

up the procedure and facilitate the creation of new guides using step-by-step instruc-

tions. In the specific case study considered, our tests suggest that is possible to reduce 

to less than half the task time while guiding the operator through the several repetitive 

steps, avoiding errors, additional movements and keyboard interactions.  

As future work, we plan to perform a more extensive test in real conditions to further 

evaluate the qualities and limitations of the system and fine tune the system for real use. 

We also plan to further increase the AR capabilities showing not only information con-

cerning the comparator locations, but also additional information about error location, 

that might help operators to correct previous mounting steps to reduce the number of 



faulty parts, resulting in a significant reduction of the discarded pieces along the whole 

manufacturing process, and thus contributing to a leaner approach in several ways, by 

reducing time, waist, motion and extra-work [10].  
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